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Optimal Packet Scheduling in a Multiple Access Channel
with Energy Harvesting Transmitters

Jing Yang and Sennur Ulukus

Abstract: In this paper, we investigate the optimal packet schedul-
ing problem in a two-user multiple access communication system,
where the transmitters are able to harvest energy from the nature.
Under a deterministic system setting, we assume that the energy
harvesting times and harvested energy amounts are known before
the transmission starts. For the packet arrivals, we assume that
packets have already arrived and are ready to be transmitted at
the transmitter before the transmission starts. Our goal is to min-
imize the time by which all packets from both users are delivered
to the destination through controlling the transmission powers and
transmission rates of both users. We first develop a generalized it-
erative backward waterfilling algorithm to characterize the max-
imum departure region of the transmitters for any given deadline
T . Then, based on the sequence of maximum departure regions at
energy arrival instants, we decompose the transmission completion
time minimization problem into convex optimization problems and
solve the overall problem efficiently.

Index Terms: Energy-harvesting communications, iterative back-
ward waterfilling, multi-access channel, throughput maximization.

I. INTRODUCTION

Efficient energy management is crucial for wireless commu-
nication systems, as it increases the throughput and improves
the delay. Energy efficient scheduling policies have been well
investigated in traditional battery powered (unrechargeable) sys-
tems [1]– [6]. On the other hand, there exist systems where the
transmitters are able to harvest energy from the nature. Such en-
ergy harvesting abilities make sustainable and environmentally
friendly deployment of communication systems possible. This
renewable energy supply feature also necessitates a completely
different approach to energy management.

In this work, we consider a multi-user rechargeable wireless
communication system, where data packets as well as the har-
vested energy arrive at the transmitters as random processes in
time. As shown in Fig. 1, we consider a two-user multiple ac-
cess channel, where each transmitter node has two queues. The
data queue stores the data arrivals, while the energy queue stores
the energy harvested from the environment. Our objective is to
adaptively change the transmission rate and power according
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Fig. 1. (a) An energy harvesting multiple access channel model with
energy and data queues and (b) the capacity region of the additive
white Gaussian noise multiple access channel.

to the instantaneous data and energy queue sizes, such that the
transmission completion time is minimized.

In general, the arrival processes for the data and the harvested
energy can be formulated as stochastic processes, and the prob-
lem requires an on-line solution that adapts transmission power
and rate in real-time. This seems to be an intractable problem for
now. We simplify the problem by assuming that the data packets
and energy will arrive in a deterministic fashion, and we aim to
develop an off-line solution instead. In this paper, we consider
the scenario where packets have already arrived before the trans-
missions start. Specifically, we consider two nodes as shown in
Fig. 2. For the traffic load, we assume that there are a total of
B1 bits and B2 bits available at the first and second transmitter,
respectively, at time t = 0. We assume that energy arrives (is
harvested) at points in time marked with ◦. In Fig. 2, E1k de-
notes the amount of energy harvested for the first user at time
sk. Similarly, E2k denotes the amount of energy harvested for
the second user at time sk. If there is no energy arrival at one
of the nodes, we simply let the corresponding amount be zero,
which are denoted by the dotted arrows in Fig. 2. Our goal then
is to develop methods of transmission to minimize the time, T ,
by which all of the data packets from both of the nodes are de-
livered to the destination.

The optimal packet scheduling problem in a single-user en-
ergy harvesting communication system is investigated in [8] and
[9]. In [8] and [9], we prove that the optimal scheduling policy
has a “majorization” structure, in that, the transmit power is kept
constant between energy harvests, the sequence of transmit pow-
ers increases monotonically, and only changes at some of the
energy harvesting instances; when the transmit power changes,
the energy constraint is tight, i.e., the total consumed energy
equals the total harvested energy. In [8] and [9], we develop an
algorithm to obtain the optimal off-line scheduling policy based
on these properties. Reference [10] extends [8] and [9] to the
case where rechargeable batteries have finite sizes. We extend
[8]–[10] in [11] to a fading channel. We solve the transmission
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Fig. 2. System model with all packets available at the beginning. Ener-
gies arrive at points denoted by ◦.

completion time minimization problem in a two-user broadcast
channel, independently and concurrently with [12]. Both works
assume that the transmitter battery size is unlimited. In [13] we
extend these works to the case of a transmitter with a finite
capacity rechargeable battery. In the two-user multiple access
channel setting studied in this paper, the scheduling problem is
significantly more complicated. This is because the two users
interfere with each other, and we need to select the transmis-
sion powers for both users as well as the rates from the resulting
rate region, to solve the problem. In addition, because the traffic
load and the harvested energy for both users may not be well-
balanced, the final transmission durations for the two users may
not be the same, further complicating the problem.

We first investigate a problem which is dual to the transmis-
sion completion time minimization problem. In this dual prob-
lem, we aim to characterize the maximum number of bits both
users can transmit for any given time T . These two problems
are dual to each other in the sense that, if (B1, B2) lies on the
boundary of the maximum departure region for time T ∗, then,
T ∗ must be the solution to the transmission completion time
minimization problem with initial number of bits (B1, B2). We
propose a generalized iterative backward waterfilling algorithm
to achieve the boundary points of the maximum departure region
for any given time T . Then, based on the solution of this dual
problem, we go back to the transmission completion time mini-
mization problem, simplify it into standard convex optimization
problems, and solve it efficiently. In particular, we first char-
acterize the maximum departure region for every energy arrival
instant, and based on the location of the given (B1, B2) on the
maximum departure region, we narrow down the range of the
minimum transmission completion time to be between two con-
secutive epochs. Based on this information, we propose to solve
the problem in two steps. In the first step, we solve for the op-
timal power policy sequences to achieve the minimum T , so
that (B1, B2) is on the maximum departure region for this T .
This step can be formulated as a convex optimization problem.
Then, with the optimal power policy obtained in the first step,
we search for the optimal rate policy sequences from the capac-
ity regions defined by the power sequences to finish B1, B2 bits.
The second step is formulated as a linear programming prob-
lem. In addition, we further simplify the problem by exploiting
the optimal structural properties for two special scenarios.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The system model is as shown in Figs. 1 and 2. As shown
in Fig. 1, each user has a data queue and an energy queue. The

physical layer is modeled as an additive white Gaussian noise
channel, where the received signal is

Y = X1 +X2 + Z (1)

where Xi is the signal of user i, and Z is a Gaussian noise with
zero-mean and unit-variance. The capacity region for this two-
user multiple access channel is [15]

R1 ≤ f(P1) (2)

R2 ≤ f(P2) (3)

R1 +R2 ≤ f(P1 + P2) (4)

where f(p) = 1
2 log(1 + p). We denote the region defined by

these inequalities above as C(P1, P2). This region is shown on
the right figure in Fig. 1.

As shown in Fig. 2, user i has Bi bits to transmit which are
available at transmitter i at time t = 0. Energy is harvested
at times sk with amounts Eik at transmitter i. Our goal is to
solve for the transmit power sequence, the rate sequence, and
the corresponding duration sequence that minimize the time, T ,
by which all of the bits are delivered to the destination.

We assume that the transmitters can adapt their transmit pow-
ers and rates according to the available energy level and number
of bits remaining. The energy consumed must satisfy the causal-
ity constraints, i.e., for each user, the total amount of energy
consumed up to time t must be less than or equal to the total
amount of energy harvested up to time t by that user.

Let us denote the transmit power for the first and second user
at time t as p1(t) and p2(t), respectively. Then, the transmission
rate pair (r1(t), r2(t)) must be within the capacity region de-
fined by p1(t) and p2(t), i.e., C(p1, p2)(t). For user i, i = 1, 2,
the energy consumed up to time t, denoted as Ei(t), and the to-
tal number of bits departed up to time t, denoted as Bi(t), can
be written as:

Ei(t) =

∫ t

0

pi(τ)dτ, Bi(t) =

∫ t

0

ri(τ)dτ, i = 1, 2. (5)

Here, ri and powers pi are related through the f function as
shown in (2)–(4). Then, the transmission completion time min-
imization problem can be formulated as:

min
p1,p2,r1,r2

T

s.t. E1(t) ≤
∑

n:sn<t

E1n, 0 ≤ t ≤ T,

E2(t) ≤
∑

n:sn<t

E2n, 0 ≤ t ≤ T

B1(T ) ≥ B1, B2(T ) ≥ B2

(r1, r2)(t) ∈ C(p1, p2)(t), 0 ≤ t ≤ T. (6)

We first investigate a problem which is dual to this transmis-
sion completion time minimization problem. Specifically, we
aim to characterize the maximum departure region, which is the
region of (B1, B2) the transmitters can depart within a deadline
T . Based on the solution for this dual problem, we will go back
and decompose the original transmission completion time mini-
mization problem into convex optimization problems, and solve
the overall problem in an efficient way.
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III. CHARACTERIZING D(T ): LARGEST (B1, B2)
REGION FOR A GIVEN DEADLINE T

In this section, our goal is to characterize the maximum de-
parture region for a given deadline T . We define the maximum
departure region as follows.

Definition 1: For any fixed transmission duration T , the
maximum departure region, denoted as D(T ), is the union of
(B1, B2) under any feasible power and rate allocation policy
over the duration [0, T ).

We call any policy which achieves the boundary of D(T ) to
be optimal.

Lemma 1: Under the optimal policy, the transmission
power/rate remains constant between energy harvests, i.e., the
power/rate only potentially changes at an energy harvesting
epoch.

Proof: Without loss of generality, we assume that one
of the transmitters changes its transmission power between two
energy harvesting instances si, si+1. Denote the instant when
the rate changes as s′i, as shown in Fig. 3. Denote the transmit
powers for the first and second user over those two consecutive
epochs as p1n, p1,n+1, and p2n, p2,n+1, respectively. Now, con-
sider the duration [si, si+1). We equalize the transmit power of
both users by letting

p′1 =
p1n(s

′
i − si) + p1,n+1(si+1 − s′i)

si+1 − si

p′2 =
p2n(s

′
i − si) + p2,n+1(si+1 − s′i)

si+1 − si

If only one user changes its power, then we may have either
p′1 = p1n or p′2 = p2n. It is easy to check that the energy con-
straints are satisfied under this new power allocation policy, thus
this new policy is feasible. On the other hand, the total number
of bits departed over this duration under this new policy is a
pentagon bounded by

f(p′1)(si+1 − si)≥f(p1n)(s
′
i − si)

+ f(p1,n+1)(si+1 − s′i)
f(p′2)(si+1 − si)≥f(p2n)(s

′
i − si)

+ f(p2,n+1)(si+1 − s′i)
f(p′1 + p′2)(si+1 − si) > f(p1n + p2n)(s

′
i − si)

+ f(p1,n+1, p2,n+1)(si+1 − s′i)

where the inequality follows from the fact that f(p) is strictly
concave in p. We note that the right hand side of these inequali-
ties characterizes the boundary of the departure region under the
original policy over [si, si+1). Therefore, the departure region
under the original policy is strictly inside the departure region
under the new policy, which conflicts with the optimality of the
original policy. �

Therefore, in the following, we only consider policies where
the rates are constant between any two consecutive energy ar-
rivals. In order to simplify the notation, in this section, for any
given T , we assume that there are N − 1 energy arrival instants
(excluding t = 0) over (0, T ). We denote the last energy arrival
instant before T as sN−1, and sN = T . We call the duration be-
tween energy arrival instants epochs, and denote the lengths of
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Fig. 3. The power/rate must remain constant between energy harvests.

the epochs with ln, i.e., ln = sn−sn−1. Let us define (p1n, p2n)
to be the transmit power over [sn−1, sn).

Lemma 2: For any feasible transmit power sequences p1, p2

over [0, T ), the total number of bits departed from both of the
users, denoted as B1 and B2, is a pentagon defined as

B1 ≤
N∑

n=1

f(p1n)ln, (7)

B2 ≤
N∑

n=1

f(p2n)ln, (8)

B1 +B2 ≤
N∑

n=1

f(p1n + p2n)ln. (9)

Proof: First we note that the maximum departure region
over the first epoch, D(l1), is the capacity region C(p11, p21)
scaled by the length of the first epoch, l1. Similarly, the maxi-
mum departure region over the second epoch is the capacity re-
gion C(p12, p22) scaled by ln+1, denoted as C(p12, p22)l2. Then,
we consider the maximum departure region over the first two
epochs, i.e., D(l1+ l2). Starting with any point on the boundary
of D(l1), the feasible departure region is formed by shifting the
origin of C(p12, p22)l2 to that boundary point; see Fig. 4. The
union of these regions forms a larger pentagon, and the bound-
ary is defined by

B1 ≤ f(p11)l1 + f(p12)l2,

B2 ≤ f(p21)ln + f(p22)l2,

B1 +B2 ≤ f(p11 + p21)l1 + f(p12 + p22)l2.

The proof of this lemma is completed by applying this argument
recursively. �

Lemma 3: D(T ) is a convex region.
Proof: Consider two power policies (p1,p2) and (p̄1, p̄2)

over [0, T ). We consider the scenario that the departure region
under one power policy is not strictly inside the departure re-
gion under the other power policy. Each region is a pentagon as
defined in Lemma 2. Without loss of generality, we assume that

N∑
n=1

f(p2n)ln >

N∑
n=1

f(p̄2n)ln, (10)
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Fig. 4. The maximum departure region over the first two epochs.

N∑
n=1

f(p1n + p2n)ln ≤
N∑

n=1

f(p̄1n + p̄2n)ln. (11)

Let us construct a new policy as a linear combination of these
two policies over [0, T ), i.e., p′

i = λpi+(1−λ)p̄i, i = 1, 2, 0 <
λ < 1. It is straightforward to check that the energy constraints
are still satisfied, thus the new policy is feasible. Consider the
upper corner points of the departure region under the policies
(p1,p2) and (p̄1, p̄2). Because of the concavity of f(p) in p,
we have

N∑
n=1

f(p′2n)ln > λ

N∑
n=1

f(p2n)ln + (1 − λ)

N∑
n=1

f(p̄2n)ln,

N∑
n=1

f(p′1n + p′2n)ln > λ
N∑

n=1

f(p1n + p2n)ln,

+ (1 − λ)

N∑
n=1

f(p̄1n + p̄2n)ln,

i.e., the upper corner point of the departure region under the
new policy is always above the line connecting these two upper
corner points under policies (p1,p2) and (p̄1, p̄2). Therefore,
the union of (B1, B2) over all feasible power allocation policies
is a convex region. �

Lemma 4: For any T ′ > T , D(T ) is strictly inside D(T ′).
Proof: For any policy achieving the boundary point of

D(T ), let us fix the power sequence for one user, and change the
transmit power of the other user by removing part of its energy
consumed before T and spending it over the duration [T, T ′).
Since there is no interference over [T, T ′), the departures for the
user can be potentially improved. Likewise, since some of the
interference is removed, the departures for the other user can
be potentially improved also. Therefore, D(T ) must be strictly
inside D(T ′). �

As a first step, we aim to explicitly characterize D(T ) for any
given T . Similar to the capacity region of the fading Gaussian
multiple access channel [16], where each boundary point is a
solution to maxR∈C μR, here, in our problem, the boundary
points also maximize μB for some μ. First, let us examine three
different cases separately.

A. μ1 = μ2.

In this subsection, we consider the scenario where μ1 = μ2.
Therefore, our problem becomes maxp1,p2 B1 +B2. In [8] and
[9], we examined the optimal packet scheduling policy for the

single-user scenario. We observe that for any fixed T , the op-
timal power allocation policy has the “majorization” property.
Specifically, we have

in = arg min
in−1<i≤N

{∑i−1
j=in−1

Ej

si − sin−1

}
, (12)

pn =

∑in−1
j=in−1

Ej

sin − sin−1

. (13)

In this two-user multiple access channel, maximizing the sum of
departures is equivalent to maximizing the right hand side of (9),
subject to energy causality constraints on both users. We first
relax these constraints on each individual user and impose the
sum energy constraints on both users instead. Under these con-
straints, the sum of powers has the same “majorization” prop-
erty as in the single-user scenario. With the sum power fixed,
we can always split the sum power sequence into two individ-
ual power sequences, where each individual sequence satisfies
its own energy causality constraints. This motivates us to obtain
the optimal solution in the following procedure.

First, we merge the energy arrivals from both users, and ob-
tain the sum of energy arrivals as a function of t. We can obtain
the optimal sequence of sum of transmit powers, p1, p2, · · ·, pn
based on (12) and (13).

The sum of transmit powers and its corresponding duration
define

∑N
n=1 f(pn)ln. However, we can divide each pn into

p1n, p2n pair in infinitely many ways, such that their sums equal
pn for all n. Each feasible sequence of p1n and p2n gives a fea-
sible region of (B1, B2), which is a pentagon. The dominant
faces of all of these pentagons are on the same line. Therefore,
the union of these pentagons is a larger pentagon. We need to
identify the boundary of this larger pentagon, i.e., the end points
of its dominant face.

With the sum of powers fixed, we want to find feasible power
allocations which maximize B1 and B2, individually. As we
proved for the single-user case, whenever the sum of powers
changes, the total amount of energy consumed up to that in-
stance must be equal to the total amount of energy harvested up
to that instance. In other words, both users must deplete their
energies completely at that moment. This adds additional en-
ergy constraints on both users besides the energy casuality con-
straints.

In order to maximize B1, we plot the sum of E1n as a func-
tion of t in Fig. 5. Then, we equalize the transmit powers of
the first user as much as possible with the casuality constraints
on energy and the additional energy consumption constraints.
This latter constraint requires us to empty the energy queue at
given instances si1 , si2 , etc. The former constraint requires us to
choose the minimum slope among the lines passing through the
origin and any other corner point before the next energy empty-
ing epoch [8], [9]. This gives us the sequence of p1n, as shown
in Fig. 5. Based on the concavity of the function f(p), we can
prove that this policy maximizes B1 under the constraint that
B1 +B2 is maximized at the same time.

Once p1n is obtained, p2n can be obtained by subtracting p1n
from pn. Since pn is always feasible in our allocation, the cor-
responding p2n must be feasible as well. This power allocation
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Fig. 5. The total transmit power and the transmit power of the first user.

defines a pentagon region for (B1, B2), where the lower corner
point of this pentagon is also the lower point on the flat part of
the dominant face of D(T ), which is point 1 in Fig. 6. Simi-
larly, we can obtain the upper corner point on the flat part of the
dominant face of D(T ), which is point 2 in Fig. 6. Since any lin-
ear combination of these two policies still achieves the sum rate,
any point on the flat part of the dominant face can be achieved.
Therefore, the flat part of the dominant face of D(T ) is bounded
by these two corner points.

B. μ1 = 0 or μ2 = 0.

In this subsection, we aim to maximize the departure from
one user only. This procedure is exactly the same as the proce-
dure in the single-user scenario. On top of that, we also want
to maximize the departure from the other user. Without loss of
generality, we aim to maximize B1 first. This is a single-user
scenario, and the optimal policy can be obtained according to
(12) and (13). Given the allocation p∗1n, in order to maximize
the departure from the second user, we need to solve the follow-
ing optimization problem

max
p2

N∑
n=1

f(p∗1n + p2n)ln

s.t.
j∑

n=1

p2nln ≤
j−1∑
n=0

E2n, 1 ≤ j ≤ N. (14)

Theorem 1: The optimal power allocation for (14) can be
found by a backward waterfilling process with base water level
p∗1n over [sn−1, sn) for 1 ≤ n ≤ N .

Proof: We note that the constraint in (14) must be satis-
fied with an equality when k = N , otherwise, we can always
increase some p2n without conflicting with any other constraint,
and the resulting number of departures is thus increased. Based
on this observation, (14) can be equivalently expressed as

N∑
n=j

p2nln ≥
N−1∑

n=j−1

E2n, 1 < j ≤ N,

2

B2

4

3

(B1, B2)

1

B1

Fig. 6. The departure region D(T ).

N∑
n=1

p2nln =

N−1∑
n=0

E2n.

The Lagrangian becomes

L(p2,λ) =

N∑
n=1

f(p∗1n + p2n)ln −
N−1∑

j=n−1

E2j −
N∑

n=1

γnp2n

+

N∑
n=1

λn

⎛
⎝ N∑

j=n

p2j lj

⎞
⎠

where λn ≥ 0 when n > 1, γn ≥ 0, and γnp2n = 0. The
optimal solution must satisfy

p2n =

(
1

λ1 −
∑n

j=1 λj
− p∗1n − 1

)+

, n = 1, 2, · · ·, N (15)

1/(λ1 −
∑n

j=1 λj) can be interpreted as the “water” level over
[sn−1, sn), and p∗1n + 1 is the base water level. If λn > 0, no
energy flows across the epoch t = sn−1, and we have,

1

λ1 −
∑n

j=1 λj
>

1

λ1 −
∑n−1

j=1 λj

, (16)

i.e., the water level over [sn−1, sn) must be higher than that over
[sn−2, sn−1).

If λn = 0, energy harvested before flows across the epoch
t = sn−1, and we have,

1

λ1 −
∑n

j=1 λj
=

1

λ1 −
∑n−1

j=1 λj

, (17)

i.e., the water level over [sn−1, sn) is equal to that over
[sn−2, sn−1). Therefore, energy flows across the epoch t =
sn−1 only when the water level [sn−2, sn−1) has the poten-
tial to surpass that over [sn−2, sn), and the energy flow makes
the water levels even. A backward waterfilling process naturally
leads to the optimal power policy. In the backward waterfill-
ing process, we start from n = N , fill the energy E2,N−1 over
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[sN−1, sN ), and get an updated water level as p2N + p∗1N ; and
then, we start to fill energy EN−2 over [sN−2, sN−1); once the
water level exceeds p2N + p∗1N , we fill the remaining energy
over [sN−2, sN ) until it is depleted. We continue this process
until n = 0. The difference between the updated water level and
the base water level gives us p2. �

The backward waterfilling procedure is shown in Fig. 7. This
power allocation defines another pentagon, and its lower cor-
ner point maximizes B1, which is point 3 in Fig. 6. Similarly,
we can obtain another pentagon whose upper corner point max-
imizes B2, which is point 4 in Fig. 6. In general, points 3 and
4 do not coincide with points 1 and 2, respectively, and conse-
quently, there are curved parts connecting these corner points.

C. General μ1, μ2 > 0.

The curved parts can be characterized through the solution of
maxB∈D(T)μB for some μ > 0. Since each boundary point
corresponds to a corner point on some pentagon, for μ1 > μ2,
we need to solve the following problem:

max
p1,p2

(μ1 − μ2)
∑
n

f(p1n)ln + μ2

∑
n

f(p1n + p2n)ln

s.t.
j∑

n=1

p1nln ≤
j−1∑
n=0

E1n, ∀j : 0 < j ≤ N

j∑
n=1

p2nln ≤
j−1∑
n=0

E2n, ∀j : 0 < j ≤ N. (18)

The problem in (18) is a convex optimization problem with lin-
ear constraints, therefore, the unique global solution satisfies the
extended KKT conditions as follows:

μ1 − μ2

1 + p1n
+

μ2

1 + p1n + p2n
≤

N∑
j=n

λj , 1 ≤ n ≤ N (19)

μ2

1 + p1n + p2n
≤

N∑
j=n

βj , 1 ≤ n ≤ N (20)

where the conditions in (19) and (20) are satisfied with equality
if p1n, p1n > 0. When μ1 �= μ2, it is difficult to obtain the
optimal policy explicitly from the KKT conditions. Therefore,
we adopt the idea of generalized iterative waterfilling in [14] to
find the optimal policy.

Specifically, given the power allocation of the second user,
denoted as p∗

2, we optimize the power allocation of the first user,
i.e., we aim to solve the following optimization problem:

max
p1

(μ1 − μ2)

N∑
n=1

f(p1n)ln + μ2

N∑
n=1

f(p1n + p∗2n)ln

s.t.
j∑

n=1

p1nln ≤
j−1∑
n=0

E1n, 0 < j ≤ N. (21)

Once the power allocation of the first user is obtained, denoted
as p∗

1, we do a backward waterfilling for the second user to ob-
tain its optimal power allocation. We perform the optimization
for both users in an alternating way. Because of the concavity
of the objective function and the Cartesian product form of the
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Fig. 7. The optimal transmit power for the second user to maximize its
departure.

convex constraint set, it can be shown that the iterative algorithm
converges to the global optimal solution [17].

Because there is more than one term in the objective function
of (21), the optimal policy for the first user does not have a back-
ward waterfilling interpretation. However, using the method in
[14], we can interpret the procedure for the first user as a gen-
eralized backward waterfilling operation. In order to see that,
given p∗

2, we define a generalized water level bn(p1n) as the
inverse of the left hand side of (19), i.e.,

bn(p1n) =

(
μ1 − μ2

1 + p1n
+

μ2

1 + p1n + p∗2n

)−1

(22)

and the base water level as bn(0), which can be seen as the mod-
ified interference plus noise level over the duration [sn−1, sn).
We generalize the form of the water level by taking the priority
of users into account. Then, the KKT condition for this single-
user problem is

1

bn(p1n)
≤

N∑
j=n

λ̃j , n = 1, 2, · · ·, N. (23)

We note that λ̃j in general is different from the Lagrange multi-
plier λj in (19), since p∗2n need not be the optimal p2. However,
because of the convergence of the iterative algorithm, λ̃j con-
verges to λj eventually as well.

Therefore, under the definition of the generalized water level
bn(p1n), we can also interpret the optimal solution for the
first user as a generalized backward waterfilling process. We
first fill E1,N−1 over the duration [sN−1, sN ), with the base
water level bN(0). This step gives us an updated water level
bN (E1,N−1/lN). Then, we move backward to the duration
[sN−2, sN−1), and fill E1,N−2 over that duration until it is de-
pleted, or the water level becomes equal to bN(E1,N−1/lN).
Once the latter happens, we fill the remaining energy over the
durations [sN−2, sN−1) and [sN−1, sN) in a way that the water
level always becomes even. We repeat the steps until E10 is fin-
ished. This allocation gives the optimal p1 when the power of
the second user is fixed. The optimality of this procedure can be
proved in the same way as in the proof of Theorem 1.

Therefore, in this section, we determined the largest (B1, B2)
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region for any given T , i.e., D(T ). We also determined the opti-
mal power/rate allocation policy that achieves the points on the
boundary of this (B1, B2) region. However, we recall that our
goal is to find the minimum time, T , by which we can transmit
given fixed number of bits (B1, B2). In the next section, we go
back to our original problem, and provide a solution for it, using
our findings in this section.

IV. MINIMIZING THE TRANSMISSION DURATION:
MINIMIZING T FOR A GIVEN (B1, B2)

For a given pair (B1, B2), in order to minimize the transmis-
sion completion time of both users, we need to obtain T such
that (B1, B2) lies on the boundary of the departure regionD(T ),
as shown in Fig. 6. However, D(T ) depends on T , which is the
objective we want to minimize, and is unknown upfront.

Therefore, in order to solve the problem, we first calculate
D(τ) for τ = s1, s2, · · ·, sK . Then, we locate (B1, B2) on the
maximum departure region. If (B1, B2) is exactly on the bound-
ary of D(τ) for some τ = si, then, based on the duality of
these two problems, we know that this si is exactly the mini-
mum transmission completion time the system can achieve, and
the corresponding power and rate allocation policy achieving
this point is the optimal policy.

If (B1, B2) is outside D(si) but inside D(si+1) for some si,
then, we conclude that the minimum transmission completion
time, T , must lie between these two energy arriving epochs, i.e.,
si < T < si+1. Therefore, T − si, denoted as t here, is the
duration we aim to minimize.

We propose to solve this optimization problem in two steps.
In the first step, we aim to find a set of power allocation poli-
cies to ensure that (B1, B2) is on the boundary of the departure
region defined by these power allocation policies. In the sec-
ond step, with the power allocation policies obtained in the first
step, we find a set of rate allocations within the corresponding
capacity regions, such that B1, B2 are finished by the minimal
transmission duration obtained in the first step. The first step
guarantees that such a rate allocation exists. Solving the prob-
lem through these two steps significantly reduces the complex-
ity for each problem, since the number of unknown variables is
about half in each problem. In addition, as we will observe, the
first step can be formulated as a standard convex optimization
problem, and the second step becomes a linear programming
problem. Therefore, both steps can be solved through standard
optimization tools in an efficient way.

Let us define the energy spent over [sn−1, sn) by the first
and second transmitter as e1n, e2n, respectively. Then, let e1 =
[e11, e12, · · ·, e1,i+1], and e2 = [e21, e22, · · ·, e2,i+1], we for-
mulate the optimization problem in the first step as follows

min
e1,e2,t

t

s.t.
j∑

n=1

e1n ≤
j−1∑
n=0

E1n, 0 < j ≤ i+ 1

j∑
n=1

e2n ≤
j−1∑
n=0

E2n, 0 < j ≤ i+ 1

B1 ≤
i∑

n=1

f

(
e1n
ln

)
ln + f

(e1,i+1

t

)
t

B2 ≤
i∑

n=1

f

(
e2n
ln

)
ln + f

(e2,i+1

t

)
t

B1 +B2 ≤
i∑

n=1

f

(
e1n + e2n

ln

)
ln

+ f

(
e1,i+1 + e2,i+1

t

)
t (24)

where the last three inequality constraints simply mean that
(B1, B2) ∈ D(si + t). We state the problem in this form, so
that the constraint set becomes convex, and the problem is trans-
formed into a standard convex optimization problem. The joint
concavity of f(e/t)t in (e, t) can be proved through taking sec-
ond derivatives of the function with respect to e and t, and ob-
serving that the Hessian is always negative semidefinite. There-
fore, the right hand side of these inequality constraints are all
jointly concave, thus the constraint set is convex.

Once we obtain e1, e2 and t, we divide the energy by its
corresponding duration, and get the optimal power policy se-
quences p1 and p2. Next, we perform the rate allocation in the
second step. Therefore, the problem becomes that of searching
for r1 and r2 from the sequence of capacity regions defined by
the sequences p1 and p2 to depart B1 and B2. This solution
may not be unique. Therefore, we formulate it as a linear pro-
gramming problem as follows:

min
r1,r2

r1,i+1

s.t.
i∑

n=1

r1nln + r1,i+1t = B1

i∑
n=1

r2nln + r2,i+1t = B2

(r1n, r2n) ∈ C(p1n, p2n), 0 < n ≤ i+ 1. (25)

Here, the objective function can be any arbitrary linear function
in r1 and r2, since our purpose is only to obtain a feasible so-
lution satisfying the constraints. We choose the objective func-
tion to be r1,i+1 for simplicity. The solution of the optimization
problem (24)-(25) gives us optimal power and rate allocation
policies, which minimize the transmission completion time for
both users.

Obtaining D(si) for every si requires a large number of com-
putations, and as we will see, it is not necessary. In order to
reduce the computation complexity, we aim to explore two spe-
cial cases of the problem, and use the algorithm in [8] and [9] to
obtain a lower bound for T .

A. (B1, B2) Lies on the Flat Part of the Dominant Face.

For a given pair of (B1, B2), the minimum possible transmis-
sion completion time can be achieved if it lies on the flat part of
the dominant face of D(T ) for some T . This corresponds to the
scenario discussed in subsection III-A. Therefore, we can also
treat these two users as a single-user system, and identify the
value of T through the method discussed in [8] and [9].
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Specifically, we calculate the minimum energy required to
finish B1 + B2 by s1. This is equal to 22((B1+B2)/s1) − 1, de-
noted as A1. Then, we compare A1 with E10 + E20. If A1 is
smaller than E10 + E20, then, the minimum possible transmis-
sion completion time is the solution to the following equation

f

(
E10 + E20

T

)
=

B1 +B2

T
. (26)

In this case, the maximum departure region D(T ) is a pen-
tagon defined by C (E10/T,E20/T )T . If B1 < f (E10/T )T
and B2 < f (E20/T )T , then, we always select a rate from
C (E10/T,E20/T ) to achieve the minimum transmission com-
pletion time.

If A1 is greater than E10 + E20, then, we continue to cal-
culate the minimum energy required to finish B1 + B2 by
s2, s3, · · ·, denoted as A2, A3, · · ·, and compare these with∑1

j=0 E1j + E2j ,
∑2

j=0 E1j + E2j , · · · , until the first Ai that

becomes smaller than
∑i−1

j=0 E1j + E2j . Then, the minimum
possible transmission completion time is the solution of

f

(∑i−1
j=0 E1j + E2j

T

)
=

B1 +B2

T
. (27)

Then, we need to determine whether this constant sum of
transmit powers is feasible when the energy arrival times are
imposed. We merge the energy arrivals from both users and plot
the sum of energies as a function of time. Then, we connect the
corner points up to T with the origin, and the smallest slope
among the lines gives us the first sum of the transmit powers,
p1, [8], [9]. We repeat this process, to obtain p2, p3, · · ·, until all
of B1 +B2 bits are transmitted. This gives the shortest possible
transmission completion time, T1, for the system.

Next, we need to determine whether (B1, B2) lies on the flat
part of the dominant face of D(T1). We obtain the region D(T1)
and find the corner points of the flat part on its dominant face
through the method described in subsection III-A, and compare
them with (B1, B2). If (B1, B2) lies within the bound, as shown
in Fig. 6, this means that it is feasible to empty both queues by
time T1. The only remaining step is to identify a feasible power
and rate allocation sequence to achieve this lower bound.

In order to obtain a feasible power allocation, we simplify the
optimization problem in (24) into the following form

min
p1,p2

p11

s.t. p1n + p2n = pn, 0 < n ≤ i+ 1

B1 ≤
i∑

n=1

f(p1n)ln + f(p1,i+1)(T1 − si)

B2 ≤
i∑

n=1

f(p2n)ln + f(p2,i+1)(T1 − si). (28)

Again, the objective function can be arbitrary since our purpose
is only to obtain a feasible solution satisfying the constraints.
We choose p11 for simplicity. Once the feasible power alloca-
tion is obtained, the optimal rate allocation can be obtained by
solving (25).

B1

B2

( B1 , B2)
(T1)

�(T2)

�

Fig. 8. The minimum transmission duration T to depart (B1, B2).

B. (B1, B2) Lies on the Vertical or Horizontal Part.

If (B1, B2) does not lie on the flat part of the dominant face
of D(T1), then, it either lies on the vertical or horizontal parts
of the boundary of D(T ) for some T , or lies on the curved part
of the boundary of D(T ) for some T . Specifically, we assume
that (B1, B2) is beyond the lower corner point of the flat part
of the dominant face of D(T1), as shown in Fig. 8. This implies
that if we keep transmitting with any policy corresponding to the
point on the flat part of the boundary of D(T1), by T1, we have
B2 bits departed from the second user, however, there are still
some more bits left in the queue of the first user. This situation
motivates us to put more priority on the first user.

Therefore, as the second step, we consider the scenario that
(B1, B2) lies on the vertical part of the boundary of D(T ), for
some duration T . We first ignore the second user, and treat the
first user as the only user in the system. This is exactly the same
situation as in the single-user scenario. We apply the algorithm
in [8], and obtain the transmission duration for the first user, de-
noted as T2. T2 is the shortest possible transmission completion
time for given B1. If we can depart B2 bits from the second user
by T2, then T2 is the shortest transmission completion time for
both users; otherwise, we cannot finish both data queues by T2,
and the final transmission time should be greater than T2.

With T2 fixed, we obtain the optimal energy allocation for
the second user through the backward waterfilling procedure de-
scribed in subsection III-B. Once p1n and p2n are determined,
we can calculate the maximum number of bits departed from the
second user under the assumption that the first user is the pri-
mary user. This gives us a number B′

2. If B′
2 ≥ B2, as shown in

Fig. 8, it implies that our assumption is valid, and we can empty
both queues by T2, which is also the shortest possible transmis-
sion duration for the system. If B′

2 < B2, this implies that we
cannot depart B2 bits from the second queue by T2, therefore,
the final transmission duration could not be T2 either for the sys-
tem. This leaves us with the last possibility that (B1, B2) must
be on the curved part of some other region with some duration
T , where T > T1, T2.

Therefore, up to this point, we obtained a lower bound for the
transmission completion time T , which is max(T1, T2). In order
to identify an upper bound for T , we only need to calculate the
maximum departure region for the energy arriving epochs right
after max(T1, T2), until (B1, B2) is included for some τ = si.
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Fig. 9. The maximum departure region of the multiple access channel
for various T .

V. SIMULATION RESULTS

We consider a band-limited additive white Gaussian noise
channel, with bandwidth W = 1 MHz and noise power
spectral density N0 = 10−19 W/Hz. We assume that the
distance between the transmitters and the receiver is 1km,
and the path loss is about 110 dB. Then, we have f(p) =
W log2 (1 + ph/(N0W )) = log2

(
1 + p/10−2

)
Mbps. For

the energy harvesting process, we assume that at times t =
[0, 2, 7, 11] s, we have energy harvested with amounts E =
[5, 5, 10, 10] mJ for the first user; at times t = [0, 5, 8, 12] s,
we have energy harvested with amounts E = [5, 10, 5, 10] mJ
for the second user; as shown in Fig. 10. We find the maximum
departure region D(T ) for T = 7, 8, 11, 12 s, and plot them in
Fig. 9. We observe that the maximum departure region is convex
for each value of T , each boundary consists of three different
parts (flat, vertical/horizontal and curved), and as T increases,
the maximum departure region monotonically expands.

We assume that at t = 0, we have B1 = 2.5 Mbits from the
first user and B2 = 2.32 Mbits from the second user to transmit.
We choose the numbers in such a way that the solution is ex-
pressable in simple numbers, and can be plotted conveniently.
Then, using the proposed algorithm, we obtain the optimal
transmission policy, which is shown in Fig. 10. We also deter-
mine the transmission rates as r1 = [0.263, 0, 0.585, 0.3] Mbps
and r2 = [0.1155, 0.585, 0, 0.285] Mbps. We note that, for this
case, the active transmission is completed by time T = 10 s,
and the energy harvests at times t = 11 s and t = 12 s are
not used. We also note that (B1, B2) lies on the flat part of the
dominant face of D(10), therefore, we finish the transmission
of both user simultaneously at t = 10 s. Since (B1, B2) is not
at the corner point, the optimal policy is not unique. We may
have different p1 and p2 and choose different rates accordingly
to have the same departure time. However, the sequence of the
sum of transmit powers is unique.

If (B1, B2) is not well-balanced, then, it may not be on the
dominant face of D(10), even though the sum B1 + B2 is the
same. For example, if B1 = 2.63 Mbits and B2 = 2.19 Mbits, a
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Fig. 10. Optimal transmit powers p1 = [2, 0, 5, 2.5] mW, p2 =
[1, 5, 0, 2.5] mW, with durations l = [5, 2, 1, 2] s.

simple calculation indicates that (B1, B2) lies beyond the range
of the dominant face of D(10), and we cannot finish both queues
at t = 10 s. Therefore, we take the first user as our primary
user, and calculate the minimum possible transmission time for
it. The optimal policy for the first user is p11 = 1.43 mW over
[0, 7) s, and p12 = 2.67 mW over [7, 10.75) s. Based on this
allocation, we perform the waterfilling procedure for the sec-
ond user. The optimal allocation for the second user is shown
in Fig. 11, and the maximum number of bits departed from the
second user is 2.22 Mbits, which is greater than B2. This im-
plies that the minimum transmission duration for both users is
T = 10.75 s, and the data queue of the second user will be emp-
tied earlier than the first user.

The value of (B1, B2) may be such that it is neither on the flat
part of the dominant face nor on the vertical part of the boundary
of any D(T ). For example, let B1 = 2.58 Mbits and B2 = 2.24
Mbits (note that the sum B1 + B2 is the same as in the previ-
ous two examples). From our first example, we know that it is
beyond the dominant face of D(10). Then, we use the method
for the second example to find the minimum transmission time
for the first user by treating it as the primary user. Calculation
indicates that the minimum transmission duration for the first
user is T = 9.7 s, and the corresponding power allocation is
p11 = 1.43 mW over [0, 7) s, and p12 = 3.7 mW over [7, 9.7) s.
Then, since T < 10 s, and 10s is the minimum possible trans-
mission duration for the system, it implies that the total number
of bits departed by T = 9.7 s is strictly less than B1+B2. There-
fore, we cannot finish the second queue by T = 9.7 s. Based on
this analysis, we conclude that (B1, B2) must be on the curved
part of D(T ) for some T . Then, since it lies within D(11), to-
gether with the lower bound max(10, 9.7) = 10 s, we solve the
optimization problem described in (25). The optimal policy is
shown in Fig. 12. We observe that the sum of the transmit pow-
ers is always increasing, even though they are not monotonically
increasing for each individual user. The power changes at t = 2
s and t = 8 s, where the energy constraints are satisfied with
equality for the second user.

These three pairs of (B1, B2) are plotted in Fig. 13. Although
the sum of B1, B2 is the same, they correspond to different sce-
narios discussed before, and lie on different parts of the bound-
aries of their corresponding maximum departure regions.



YANG AND ULUKUS.: OPTIMAL PACKET SCHEDULING IN A MULTIPLE ACCESS... 149

2.11

5

20 7 11

850
3.54

12

5

10

10 10

10

5

5

1.43 2.67 T = 10.75

1

p11
p12

Fig. 11. Optimal transmit powers p1 = [1.43, 1.43, 2.67] mW, p2 =
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Fig. 12. Optimal transmit powers p1 = [1.86, 0.35, 3.63, 3.03] mW, p2 =
[1, 4.43, 1.14, 2.38] mW, with durations l = [5, 2, 1, 2.1] s.

VI. CONCLUSIONS

In this paper, we investigated the transmission completion
time minimization problem in an energy harvesting multiple ac-
cess communication system. We assumed that the packets have
already arrived and are ready to be transmitted at the transmitters
before the transmission starts. We first proposed a generalized
iterative backward waterfilling algorithm and characterized the
maximum departure region for any given deadline constraint T .
Then, based on these findings, we simplified the transmission
completion time minimization problem into convex optimiza-
tion problems, and solved the overall problem efficiently.
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